
 

 

  
Abstract— As a barrier synchronization communication 

operation, all-reduce communication operation is used in many 
parallel and distributed algorithms. In this paper, the all-reduce 
communication operation is developed using Extended Dominating 
Node (EDN) approach on OTIS-Mesh (Optical Transpose 
Interconnection System Mesh) optoelectronic architecture. Also, the 
performance assessment of all-reduce communication operation is 
presented mathematically and by simulation in terms of number of 
communication steps, latency, and latency improvement; among three 
optoelectronic architectures: the single-port OTIS-Mesh, all-port 
OTIS-Mesh, and all-port EDN-OTIS-Mesh. The obtained 
mathematical and simulation results show that the all-reduce 
communication operation on all-port EDN-OTIS-Mesh significantly 
outperforms the single-port and all-port OTIS-Mesh. 
 

Keywords— All Reduce Operation, Barrier Synchronization, 
Extended Dominating Node, Interconnection Network, Mesh.  

I. INTRODUCTION 
ESIGNING and implementing efficient communication 
operations in optoelectronic architectures plays great role 

in the performance of parallel and distributed algorithms. In 
optoelectronic architecture, the communication links between 
processing elements are electronic and optical, where for short 
distances electronic links are used and for long distances 
optical links are used, since optical links offer faster data 
transmission speeds [1], [2]. An attractive optoelectronic 
architecture that has gained a considerable attention in the 
recent years is the OTIS (Optical Transpose Interconnection 
System) architecture [2]. In OTIS optoelectronic architecture, 
processors are organized into groups, where in each group; 
processors are connected electronically along short distances 
forming a basis network, such as a mesh, hypercube, etc., 
whereas the longer interconnection among groups is achieved 
optically. OTIS-Mesh, under study, is an example of OTIS, in 
which each of the constituting groups is a mesh network. Thus, 
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more details can be found in [3], [4] about mesh and 
hypercube basis networks. 

In parallel and distributed algorithms including load 
balancing, Traveling Salesman Problem (TSP), and matrix 
multiplication [5]–[7], the all-reduce communication operation 
can be used as a barrier synchronization involving two or more 
processors that perform the same operation. Thus, efficient 
implementation of all-reduce communication operation forms 
crucial design and yet performance challenges. One graph 
theoretic approach to all-reduce is called the Extended 
Dominating Set (EDS) [8], [9]. This approach defines a set of 
nodes (processors), referred to as Extended Dominating Nodes 
(EDNs), which are capable of delivering a message to all other 
processors in a group within a single communication step.  

As a continuous work of [10], [11], in this paper, an all-
reduce communication operation for OTIS-Mesh 
optoelectronic architecture is presented and evaluated 
mathematically and by simulation in terms of number of 
communication steps, latency, and latency improvement. 
However, the all-reduce communication operation is based on 
the EDN approach [8]–[12], where this communication 
operation has been modified and embedded on OTIS-Mesh, 
which is referred as all-port EDN-OTIS-Mesh. Moreover, the 
all-reduce operation on all-port EDN-OTIS-Mesh has been 
compared with the all-reduce operation on single-port OTIS-
Mesh and on all-port OTIS-Mesh. However, the difference 
between all-port OTIS-Mesh and all-port EDN-OTIS-Mesh is 
that the later uses all-reduce operation based on the EDN 
approach. 

This paper is organized as follows: Section 2 provides 
background and related work on all-reduce communication 
operation, EDN approach, and OTIS optoelectronic 
architectures. The all-reduce communication operation on all-
port EDN-OTIS-Mesh is presented in Section 3. In Section 4, 
the mathematics assessment of the all-reduce communication 
operation is presented. The simulation results are discussed in 
Section 5. Finally, the conclusions and suggested future work 
are presented in Section 6. 
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II. BACKGROUND AND RELATED WORK 
This section presents background and related work on all-

reduce communication operation, EDN approach, and OTIS 
optoelectronic architectures. The all-reduce operation is a 
synchronization point in parallel and distributed algorithms, 
where all participating processors must reach a certain point 
before any processor precedes execution. It consists of two 
phases: reduction and distribution; in the reduction phase, one 
processor acts as a barrier processor. When a processor 
reaches the synchronization point it sends a message to the 
barrier processor. In the distribution phase, after all processors 
have reached the synchronization point, the barrier processor 
sends a message to all participating processors so they can 
continue execution. 

All-reduce communication operation plays a great role in 
developing parallel and distributed algorithms with their 
ability to rapidly distribute or collect large amounts of data 
[13], [14]. For example, Matsuda et al. [14] modified some 
collective operations, such as broadcast and reduction 
algorithms, in MPI (Message Passing Interface) tool to 
effectively utilize fast wide-area inter-cluster networks and to 
control the number of nodes, which can transfer data 
concurrently through wide-area networks to avoid congestion. 
The all-reduce communication operation can be used on 
different OTIS optoelectronic architectures; such as OTIS-
Mesh, OTIS-Hypercube, etc. 

The dominating set approach [12] is applied in graph 
theory.  However, the dominating node approach defines a set 
of dominating nodes that have direct links to all other 
processors in a group. Such a feature grants a processor the 
capability of delivering a message to all other processors in a 
single step. For example, Fig. 1 shows the dominating nodes 1, 
7, 8, and 14 (gray squares) can deliver a message to all other 
nodes in a single step. The extended dominating nodes 
preserve the single step message delivery by also delivering to 
nonadjacent processors. Furthermore, the definition of EDNs 
can be recursively applied to form multiple levels of EDN 
processors. The EDN approach was applied in the design of 
collective communication operations, such as reduction, 
broadcasting, and global combine operations in all-port 
wormhole-routed two-dimensional mesh [8], [9]. 
 OTIS was introduced by Marsden, Marchand, Harvey, and 
Esener [2] as an optoelectronic architecture that combines the 
advantages of electronic and optical interconnection links. 
Processors in OTIS are divided into groups, where intra-group 
(short-distance) communication is realized by electronic links 
and longer inter-group communication is achieved through 
optical links. Generally, OTIS optoelectronic architecture is 
divided into P groups, each of which consists of P processors. 
A processor within an OTIS group is modeled as a tuple (G, 
N), where G denotes the group’s number and N is the 
processor’s number within the group. Processor (G, N) is 
connected directly to its transpose processor (N, G) via optical 
interconnection. Intra-group processors, on the other hand, are 
connected electronically forming a common interconnection 

network’s topology, such as mesh, hypercube, etc. For 
example, OTIS-Mesh, under study, consists of P groups with P 
processors in each group organized as a two-dimensional 

P × P   mesh. 
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Fig. 1 Dominating nodes in a 4×4 two-dimensional mesh [10]. 

 
OTIS optoelectronic architecture has several attractive 

features. For example, it was verified that OTIS bandwidth is 
maximized and the power consumption is minimized when the 
number of groups is equal to the number of processors within 
each group [15]. Also, several research efforts have achieved 
significant performance optimization in OTIS through 
broadcasting, routing, and load-balancing algorithms [16]–
[19]. Moreover, Wei and Xiao [20] developed basic 
communication operations such as: broadcast, prefix sum and 
data sum on Swapped Network; an optoelectronic 
interconnection network that resembles OTIS with as number 
of processors as in OTIS. McKinley, Tsai, and Robinson [21] 
presented broadcast and global combine algorithms in single- 
and all-port wormhole-routed parallel computers. Also, the 
broadcast and global combine operations using EDN approach 
were applied and evaluated in terms of number of 
communication steps, latency, and latency improvement on 
OTIS-Mesh interconnection networks in [10]. Moreover, the 
all-reduce communication operation is presented and evaluated 
only analytically in terms of minimum and maximum number 
of communication steps in [11]. 

III. ALL-REDUCE OPERATION IN EDN-OTIS-MESH 
This section presents an efficient all-reduce communication 

operation on all-port OTIS-Mesh using EDN approach 
referred to EDN-OTIS-Mesh. However, the all-reduce in the 
EDN-OTIS-Mesh only can be applied on the all-port model, 
since the all-port model allows multiple messages to be sent to 
neighbor processors in parallel in a single step, whereas the 
single-port model allows sending single message at a time. 
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In particular, OTIS-Mesh is organized as an interconnection 
of P groups, each of P processors interconnected as a mesh, 
where each processor is presented as a two-element tuple (G, 
N); where G is the group number and N is the processor 
number within G. For each processor (G, N), the 
corresponding transpose processor is denoted by (N, G). In 
OTIS-Mesh, each processor is connected to its corresponding 
transpose via an optical link. Moreover, on each group of 
OTIS-Mesh, the EDN approach is applied forming an EDN-
OTIS-Mesh. 

A 16×16 EDN-OTIS-Mesh is shown in Fig. 2; it consists of 
16 groups (G0, G1… G15), each of which contains 16 
processors (0, 1, …, 15) interconnected in the form of mesh. 
As shown by the figure, each processor is interconnected with 
its transpose processor via an optical link; for example, 
processor (0, 2) (processor 2 in group 0) shares an optical link 
with processor (2, 0) (processor 0 in group 2). The shaded 
processors in each group present the EDN processors, where a 
set of processors can deliver a message to all other processors 
in a group in a single communication step. For example, within 
group G0, processors 1, 7, 8 and 14 are called level-1 EDN 
processors, where they can deliver a message to level-0 
processors in a single communication step, while level-0 
processors form the rest of the processors. 

All-reduce operation is a barrier synchronization point in 
parallel and distributed programs, where all participating 
processors must reach before any processor proceeds 
execution. It consists of two phases: reduction and 
distribution. 
 In the reduction phase, the root processor acts as a barrier. 
When each processor in the network reaches the 
synchronization point, it sends a message to the barrier 
processor. However, the following steps present the reduction 
phase: 

Step 1: Level-0 processors send a synchronization message 
to level-1 EDN processors and block execution. Next, level-
1 EDN processors send the collected synchronization 
messages to the next EDN level and block execution until 
the processors in the highest EDN level collect the entire 
synchronization messages within the group. Fig. 3 illustrates 
the reduction phase in 64×64 EDN-OTIS-Mesh, where G0 is 
the control group. Within each group (G0 to G63) level-0 
processors (white squares) send their synchronization 
messages to level-1 EDN processors (dotted squares). Next, 
level-1 EDN processors send the collected messages to 
level-2 EDN processors (gray squares). 

Step 2: The synchronization messages in the highest EDN 
level are then sent to the processor that has an optical link 
with the control group. For example, in Fig. 3, level-2 EDN 
processors sent the synchronization messages to processors 
in the control group via the optical link. 

Step 3: The previous two steps are performed again in the 
control group. Processors that represent the highest EDN 
processors level send the collected synchronization 
messages to the root processor. Fig. 4 illustrates the 
reduction phase in the control group. That is after the 

control group receives the messages via the optical links, 
level-0 processors transmit the messages to level-1 EDN 
processors. Next, level-1 EDN processors transmit the 
collected messages to level-2 EDN processors. Finally, 
level-2 EDN processors transmit the messages to the root 
processor (barrier). 

Step 4: The root processor counts the received messages 
and checks whether all the participating processors has sent 
a synchronization message. 

In the distribution phase and after all processors has 
reached the synchronization point and sent a message to the 
barrier processor, the root processor (barrier) sends a message 
to all participating processors so they can continue execution. 
However, the following steps present the distribution phase: 

Step 1: The root processor sends permission messages to 
the EDN processors in the highest level so they can continue 
their execution. Next, the EDN processors in the highest 
level send the messages to the next lower level EDN 
processors until level-0 processors receive the permission 
messages. Fig. 5 illustrates the distribution phase in the 
control group. The root processor sends level-2 EDN 
processors a permission message so they can continue 
execution. Next, level-2 EDN processors forward the 
permission message to level-1 EDN so they can continue 
execution. After that, level-1 EDN processors send the 
permission message to level-0 processors. 

Step 2: Each processor has an optical link with another 
group sends the permission message to that group and the 
previous steps are performed again. Fig. 6 illustrates the 
distribution phase in 64×64 EDN-OTIS-Mesh. Within each 
group of (G1 to G63), level-2 EDN processors send the 
permission message to level-1 processors. Next, level-1 
EDN processors send the permission message to level-0 
processors. 

IV. MATHEMATICS ASSESSMENT 
This section presents mathematics assessment of all-reduce 

communication operation in single-port OTIS-Mesh, all-port 
OTIS-Mesh, and all-port EDN-OTIS-Mesh optoelectronic 
architectures in terms of minimum and maximum number of 
communication steps. Also, the definitions of latency and 
latency improvement are presented. 

The number of communication steps to perform all-reduce 
communication operation is the sum of optical and electronic 
communication steps needed to complete the operation. The 
required number of optical communication steps between the 
groups of OTIS-Mesh is two; one step is required in reduction 
phase and another step is required in the distribution phase. 
For this reason, we consider the number of communication 
steps metric is only the sum of the electronic communication 
steps needed to perform the all-reduce operation.  
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Fig. 2 A 16×16 EDN-OTIS-Mesh [10].
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3 All-reduce operation in 64×64 EDN-OTIS-Mesh in the reduction phase. 
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Fig. 4 All-reduce operation in 64×64 EDN-OTIS-Mesh control group in the reduction phase. 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 

 
 

Fig. 5 All-reduce operation in 64×64 EDN-OTIS-Mesh control group in the distribution phase. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6 All-reduce operation in 64×64 EDN-OTIS-Mesh in the distribution phase.
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In all-port OTIS-Mesh and all-port EDN-OTIS-Mesh; the 
number of communication steps is affected by the root 
processor's location. So accordingly, the minimum (best-case) 
and maximum (worst-case) number of communication steps is 
calculated. The minimum number of communication steps is 
obtained when the root processor is located in the middle of 
the control group, which enables the root processor to perform 
simultaneous send/receive from all of its input/output 
channels. Whereas, the maximum number of steps is obtained 
when the root processor is located at the end-most of the 
control group, which allows the root processor to perform a 
limited number of simultaneous send/receive from all of its 
input/output channels. 

In order to mathematically evaluate the single-port OTIS-
Mesh, all-port OTIS-Mesh, and all-port EDN-OTIS-Mesh in 
terms of the minimum and maximum number of 
communication steps, the following assumptions hold: the 
routing algorithm used is deterministic, and the dimension 
order routing traverses the X dimension first then the Y 
dimension in OTIS-Mesh, where wormhole-routed is used. 
Moreover, the number of processors in an OTIS-Mesh group 
is P = 4k, where k = 2, 3… n and 4 is the number of EDN 
processors in the smallest OTIS-Mesh group. However, k 
starts from 2 in order to have at least a group with P = 16 and 
one EDN level of 4 processors [10]. The height of EDN tree 
(i.e., the number of EDN levels) within each EDN-OTIS-Mesh 
group is equal to H = (log4 P) – 1, where P is the number of 
processors in the OTIS-Mesh group and 4 is the number of 
EDN processors in the smallest OTIS-Mesh group [10]. 

Next, (1) shows the number of communication steps to 
perform all-reduce operation in single-port OTIS-Mesh. Also, 
(2)–(5) show the minimum and maximum number of the 
communication steps required to perform all-reduce operation 
in both all-port OTIS-Mesh and all-port EDN-OTIS-Mesh. 

In particular, (1) presents the number of electronic 
communication steps needed to perform all-reduce operation 
on single-port OTIS-Mesh. 
 
4×(P–1)                       (1) 

 
The number of communication steps required to perform the 

reduction phase is equal to 2×(P–1) and the number of 
communication steps required to perform the distribution 
phase is equal to 2×(P–1). Therefore, collectively the number 
of communication steps is equal to 4×(P–1).  

Equation (2) presents the minimum number of electronic 
communication steps needed to perform all-reduce operation 
on all-port OTIS-Mesh. 
 

))2/((4 PP ××                   (2) 
 

The minimum number of communication steps required to 
perform the reduction phase is equal to ))2/((2 PP ××  and 
the minimum number of communication steps required to 

perform the distribution phase is ))2/((2 PP ×× . 
Therefore, collectively the minimum number of 
communication steps is equal to ))2/((4 PP ×× . 

Equation (3) presents the maximum number of electronic 
communication steps needed to perform all-reduce on all-port 
OTIS-Mesh. 
 

))1-((4 PP ××                   (3) 
 
The maximum number of communication steps required to 

perform the reduction phase is equal to ))1-((2 PP ××  
and the maximum number of communication steps required to 
perform the distribution phase is ))1-((2 PP ×× . Therefore, 
collectively the maximum number of communication steps is 
equal to ))1-((4 PP ×× . 

Equation (4) presents the minimum number of electronic 
communication steps needed to perform all-reduce operation 
on all-port EDN-OTIS-Mesh. 

 
4×(H+2)                       (4) 
 

The minimum number of communication steps required to 
perform the reduction phase is equal to 2×(H+2) and the 
minimum number of communication steps required to perform 
the distribution phase is 2×(H+2). Therefore, collectively the 
minimum number of communication steps is equal to 4×(H+2). 

Equation (5) presents the maximum number of electronic 
communication steps needed to perform all-reduce on all-port 
EDN-OTIS-Mesh. 

 
4×(H+3)                       (5) 

 
The maximum number of communication steps required to 

perform the reduction phase is equal to 2×(H+3) and the 
maximum number of communication steps required to perform 
the distribution phase is 2×(H+3). Therefore, collectively the 
maximum number of communication steps is equal to 
4×(H+3). 

The latency of all-reduce communication operation is the 
time elapses from the beginning of communication until the 
moment the last processor finishes communication, and is 
given by the latency of the last processor finishes 
communication (i.e., the processor that has the maximum 
latency value). However, the latency is defined in more details 
in [10]. 

Latency improvement is the improvement gained from using 
the all-port EDN-OTIS-Mesh over single-port OTIS-Mesh or 
all-port OTIS-Mesh. In all-reduce, the latency improvement is 
the ratio of the latency of single-port OTIS-Mesh or all-port 
OTIS-Mesh over all-port EDN-OTIS-Mesh [10]. 
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V. SIMULATION RESULTS AND DISCUSSION 
This section presents a detailed discussion on the obtained 

simulation results. The performance of the all-reduce 
communication operation is evaluated on the following three 
optoelectronic architectures: single-port OTIS-Mesh, all-port 
OTIS-Mesh, and all-port EDN-OTIS-Mesh, where the network 
switching method used for these optoelectronic architectures is 
wormhole switching [4], [10], [11], under the following 
performance metrics: number of communication steps, latency, 
and latency improvement. 

The performance assessment of the simulation runs were 
conducted on a Dual-Core Intel Processor (CPU 1.5 GHz), 
with 14 pipeline stages and a multithreaded architecture, 2 MB 
L2 cache per CPU, and 2 GB RAM. The simulation was 
developed using C++ programming language, within the 
Microsoft Visual Studio 6.0 programming environment. The 
simulation runs were performed under Windows Vista 
operating system. 

A. Number of Communication Steps 
In this section, the minimum and maximum number of 

communication steps to perform all-reduce communication 
operation on single-port OTIS-Mesh, all-port OTIS-Mesh, and 
all-port EDN-OTIS-Mesh, are evaluated and compared. 

Figs. 7 and 8 show that the minimum and maximum number 
of communication steps to perform all-reduce operation in all-
port EDN-OTIS-Mesh are significantly less than in single-port 
OTIS Mesh and all-port OTIS-Mesh, because the EDN 
processors in each group increase the number of parallel 
send/receive operations. For example, as a best-case scenario, 
the all-reduce in all-port EDN-OTIS-Mesh performs about 170 
times less number of communication steps than in single-port 
OTIS-Mesh and 85 times than in all-port OTIS-Mesh for 
1024×1024 network size, respectively, as shown Fig. 7. Also, 
in Fig. 7 the minimum number of communication steps to 
perform all-reduce operation in network sizes 16×16, 64×64 
and 256×256 single-port OTIS-Mesh are about as twice more 
as to perform it in all-port OTIS-Mesh, because the single-port 
OTIS-Mesh can perform one send/receive operations at a time. 
Moreover, in Fig. 8 the maximum number of communication 
steps to perform all-reduce operation in single-port OTIS-
Mesh for various network sizes are slightly higher than to 
perform it in all-port OTIS-Mesh, because in this case the all-
port OTIS-Mesh performs a limited number of parallel 
send/receive operations. For example, as a worst-case 
scenario, the all-reduce in single-port OTIS-Mesh performs 
about 3% more number of communication steps than in all-
port OTIS-Mesh for 1024×1024 network size, as shown Fig. 8. 
Also, as the size of the network increases the number of 
communication steps to perform all-reduce in single-port and 
all-port OTIS-Mesh increases by at least four times from 
previous size, whereas in all-port EDN-OTIS-Mesh the 
number of communication steps increase by only four steps 
from previous size, as shown in Figs. 7 and 8. 

B. Latency 
The latency is the elapsed time from the beginning of 

communication until the last processor finishes 
communication. The latency of all-reduce communication 
operation is evaluated on single-port OTIS-Mesh, all-port 
OTIS-Mesh, and all-port EDN-OTIS-Mesh optoelectronic 
architectures, as both; best-case and worst-case scenarios.  
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Fig. 7 Minimum number of communication steps to perform 
all-reduce operation. 
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Fig. 8 Maximum number of communication steps to perform 
all-reduce operation. 
 

Fig. 9 shows that the minimum latency (best-case) to 
perform all-reduce operation in single-port OTIS-Mesh is 
higher than to perform it in all-port OTIS-Mesh and all-port 
EDN-OTIS-Mesh; because the single-port OTIS-Mesh 
performs one send/receive operation at a time. Also, Fig. 10 
shows that the maximum (worst-case) latency to perform all-
reduce operation in single-port OTIS-Mesh and all-port OTIS-
Mesh is higher than to perform it in all-port EDN-OTIS-Mesh, 
because the single-port OTIS-Mesh performs one send/receive 
operation at a time and the all-port OTIS-Mesh performs 
limited number send/receive operations. On the other hand, the 
EDN processors in the EDN-OTIS-Mesh influences the 
numbers of parallel send/receive operation in the reduction and 
distribution phases of the all-reduce operation. 
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In general, both Figs. 9 and 10 show that the minimum and 
maximum latency to perform all-reduce operation in all-port 
OTIS-Mesh are higher than to perform it in all-port EDN-
OTIS-Mesh, because the EDN processors in  the EDN-OTIS-
Mesh increases the parallel send/receive operations. For 
example, for network size 1024×1024, the maximum latency 
to perform all-reduce operation in all-port OTIS-Mesh is about 
80.35 milliseconds, whereas to perform it in all-port EDN-
OTIS-Mesh is about 1.69 milliseconds, as shown in Fig. 10.  
Moreover, from Figs. 9 and 10 the latency increases as the 
network size increases. That is explained by the fact that large 
size networks such as 1024×1024 are comprised of large 
number of processors compared to small size networks such as 
16×16. As a result, the number of send/receive operations 
increases and consequently the latency to perform the all-
reduce operation increases as well. For instance, the minimum 
latency to perform all-reduce operation in 16×16 single-port 
OTIS-Mesh is equal to 1.13 milliseconds whereas it is 82.94 
milliseconds to perform it in 1024×1024 single-port OTIS-
Mesh, as shown in Fig. 9. However, this increase in latency as 
the network size increases is slightly small in all-port EDN-
OTIS-Mesh, due to the fact that EDN processors increases the 
parallel send/receive operations. For instance, the minimum 
latency to perform all-reduce operation in 16×16 all-port 
EDN-OTIS-Mesh is equal to 0.34 milliseconds whereas it is 
1.2 milliseconds to perform it in 1024×1024 all-port EDN-
OTIS-Mesh, as shown in Fig. 9. 
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Fig. 9 Minimum latency to perform all-reduce operation. 
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Fig. 10 Maximum latency to perform all-reduce operation. 

C. Latency Improvement 
The latency improvement metric (i.e., reduction in latency) 

is defined as the improvement achieved by the all-reduce 
communication operation using all-port EDN-OTIS-Mesh over 
single-port OTIS-Mesh or over all-port OTIS-Mesh. In 
particular, the latency improvement is the ratio of the latency 
of single-port OTIS-Mesh or all-port OTIS-Mesh over all-port 
EDN-OTIS-Mesh. 

Fig. 11 shows that the minimum latency improvement (best-
case) of the all-reduce operation on all-port EDN-OTIS-Mesh 
outperforms single-port OTIS-Mesh by 3.3, 8.1, 24 and 69 
times for network sizes 16×16, 64×64, 256×256, and 
1024×1024 respectively, and all-port OTIS-Mesh by 1.8, 4.1, 
12.1 and 34.5 times for the same previous network sizes, 
because the all-port EDN-OTIS-Mesh performs more parallel 
send/receive operations. Also, Fig. 12 shows that the 
maximum latency improvement (worst-case) of all-reduce 
operation on all-port EDN-OTIS-Mesh outperformed single-
port OTIS-Mesh by 2.9, 6.8, 15.3, and 49.1 times for network 
sizes 16×16, 64×64, 256×256 and 1024×1024 respectively, 
and all-port OTIS-Mesh by 2.3, 6, 9.7, and 47.6 times on the 
same previous network sizes, because the all-port EDN-OTIS-
Mesh performs more parallel send/receive operation. 

In general, Figs. 11 and 12 show that the latency 
improvement of performing all-reduce operation on the EDN-
OTIS-Mesh over performing it on single-port OTIS-Mesh and 
all-port OTIS-Mesh increases when the network size increases. 
This is because the ratio of latency on single-port OTIS-Mesh 
over the latency on all-port EDN-OTIS-Mesh and the ratio of 
all-port OTIS-Mesh over all-port EDN-OTIS-Mesh increases 
as the network size increases. This is explained by the fact that 
the EDN-OTIS-Mesh performs more parallel send/receive 
operations; therefore, the latency decreases and consequently 
the latency improvement ratio increases. 
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Fig. 11 Minimum latency improvement of all-reduce operation 
on all-port EDN-OTIS-Mesh. 
 

INTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION Volume 9, 2015

ISSN: 1998-0159 110



 

 

1

11

21

31

41

51

61

16x16 64x64 256x256 1024x1024

Network Size

M
ax

im
u

m
 L

at
en

cy
 I

m
p

ro
ve

m
en

t
single-port OTIS-Mesh all-port OTIS-Mesh

 
Fig. 12 Maximum latency improvement of all-reduce operation 
on all-port EDN-OTIS-Mesh. 

VI. CONCLUSION AND FUTURE WORK 
In this paper, the performance assessment is presented 

mathematically and by simulation for all-reduce 
communication operation on single-port and all-port OTIS-
Mesh in addition to all-port EDN-OTIS-Mesh optoelectronic 
architectures, under the following performance metrics: 
number of communication steps, latency, and latency 
improvement. 

Mathematics assessment showed that the all-reduce 
communication operation in all-port EDN-OTIS-Mesh 
performed significantly better, in terms of minimum and 
maximum number of communication steps than both single-
port and all-port OTIS-Mesh. 

Simulation results showed that the all-reduce 
communication operation in all-port EDN-OTIS-Mesh 
performed significantly better, in terms of number of 
communication steps, latency, and latency improvement than 
both single-port and all-port OTIS-Mesh. The reason behind 
this is that the EDNs in all-port EDN-OTIS-Mesh reduces the 
latency as the number of EDNs increases the parallel send or 
receive operations, so the time to perform the operation is 
improved. For example, as a worst-case scenario, the all-
reduce in all-port EDN-OTIS-Mesh performs about 146 and 
142 times less number of communication steps than in single-
port and all-port OTIS-Mesh, respectively, for 1024×1024 
network size. Another example, for same network size 
(1024×1024), the maximum latency to perform all-reduce 
operation in all-port EDN-OTIS-Mesh is about 1.69 
milliseconds, whereas in single-port and all-port OTIS-Mesh is 
about 82.94 milliseconds and 80.35 milliseconds, respectively. 
Therefore, for network size 1024×1024, the maximum latency 
improvement of all-port EDN-OTIS-Mesh over single-port 
and all-port OTIS-Mesh is about 49.1 and 47.6, respectively.   

As future works, this work can be extended to include 
various collective communications operations, such as scatter, 
reduction, barrier, etc. on other optoelectronic architectures, 
such as Extended OTIS-Cube, OTIS-Hypercube, OTIS Hyper 
Hexa-Cell, and Optical Chained-Cubic Tree [16], [17], [22], 
[23]. Also, these communication operations can be evaluated 

and validated by applying them on different parallel and 
distributed algorithms; such as matrix multiplications, load 
balancing, TSP, and sorting. 
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